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A strategy for the efficient numerical evaluation of Sommerfeld integrals in the context of electromagnetic
scattering at particles embedded in a plane parallel layer system is presented. The scheme relies on a
lookup table approach in combination with an asymptotic approximation of the Bessel function in order
to enable the use of fast Fourier transformation (FFT). The accuracy of the algorithm is enhanced by
means of singularity extraction and a novel technique to treat the integrand at small arguments. For short
particle distances, this method is accomplished by a slower but more robust direct integration along a
deflected contour. As an example we investigate enhanced light extraction from an organic light emitting
diode (OLED) by optical scattering particles. The calculations are discussed with respect to accuracy and
computing time. By means of the present strategy, an accurate evaluation of the scattered field for several
thousand wavelength scale particles can be achieved within a few hours on a conventional workstation
computer. © 2016 Optical Society of America
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1. INTRODUCTION

Scattering particles embedded in thin film systems find use in
various applications, e.g., for light management in optoelectronic
devices like organic light emitting diodes (OLEDs) or thin film
solar cells [1–4]. In general, the purpose is to couple electromag-
netic waveguide modes to the far field. To understand the in-
volved mechanisms and to optimize the device efficiency, optical
simulations are of high value. A particularly suitable modelling
approach utilizes the expansion of the scattered electric field in
spherical vector wave functions relative to the particles’ center
positions such that the scattering at each individual particle can
be treated within the T-matrix formalism [5, 6]. In order to ac-
count for the propagation in the plane parallel layer system (e.g.,
by means of the scattering matrix formalism [7]), the fields also
need to be expressed as a superposition of plane waves (alterna-
tively, cylindrical waves can be used). Transformation formulae
between plane and spherical wavefunctions allow an integral
formalism, taking advantage of each representation [8–13].

For a large number of scattering particles, the computation of
the mutual particle coupling coefficients involves a significant
effort because numerical quadrature of many so called Sommer-

feld integrals is required. These one dimensional highly oscilla-
tory integrals are characteristic for the propagation of spherical
waves near plane interfaces [14] and have been extensively stud-
ied in literature (for an overview, see [15, 16]). The majority of
publications refer to the problem of vertical or horizontal dipole
radiation near an interface which leads to integrals involving
Bessel functions of order zero or one, respectively. However, the
description of wavelength-scale particles within the T-matrix
formalism requires higher order multipole terms such that the
suggested numerical approaches need to be adapted to the case
of higher order Bessel functions [17]. In addition, the number of
particle coupling coefficients scales quadratic with the number
of particles. As a consequence, the number of required Sommer-
feld integral evaluations can exceed several billion for the case
of a few thousand scattering particles. The possibility to reuse
intermediate results (e.g., integrand evaluations) is then critical
for the overall computational efficiency.

The aim of this paper is to present an efficient computational
strategy for the Sommerfeld integration in the given context. The
approach involves the fast Fourier transform (FFT) in order to
compute multiple Sommerfeld integrals simultaneously. To in-
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crease the accuracy, we employ singularity extraction techniques
that are adapted to the case of higher order multipole interaction.
The Bessel functions are approximated by an asymptotic expres-
sion that is valid in the large argument limit. A newly developed
technique is therefore applied to suppress the integrand in the
small argument limit. The FFT based quadrature approach is
complemented by the more robust but slower direct integration
along a deflected contour in order to account for small particle
distances, as here the asymptotic expansion cannot provide reli-
able results. By means of this dual approach, a two dimensional
lookup table is computed, serving for interpolation of the actual
particle coupling coefficients.

The paper is organized as follows: In section 2, we give a brief
overview on the theoretical framework describing the scattering
problem. Section 3 introduces lookup tables for an acceleration
of the coupling matrix assembly. The actual scheme for the
evaluation of the Sommerfeld integrals is presented in section
4. In section 5, exemplary calculation results are presented and
discussed with respect to numerical accuracy and computational
effort, before we finally draw conclusions in section 6.

2. MULTIPLE SCATTERING IN PLANARLY LAYERED
MEDIA

The system under study is given by a distribution of N particles
located inside one layer within a system of plane parallel homo-
geneous layers. It is illuminated by a monochromatic primary
electromagnetic excitation with angular frequency ω, e.g., an
incoming plane wave, a Gaussian beam or the wave emitted by a
point dipole source. For a fixed particle s, the field in the scatter-
ing layer can be written as the sum of a regular part (incoming
field)

Es
reg (r) =∑

n
as

nM(1)
n (r− rs) (1)

and an outgoing part (scattered field)

Es
scat (r) =∑

n
bs

nM(3)
n (r− rs) , (2)

where M(ν)
n (r− rs) stands for the regular (ν = 1) or outgoing

(ν = 3) spherical vector wave functions (SVWFs) relative to the
particle’s center position rs. The expansion coefficients a and
b carry two indices, s and n. Whereas s indicates the particle
to which a and b refer, n = (p, l, m) is a multi-index denot-
ing the polarization p and multipole coefficients l = 1, . . . and
m = −l, . . . , l. A definition of the SVWFs is given in appendix A.
The regular part includes the initial excitation and the scattered
field from all other particles as well the layer system’s reflections
of all particles’ (including s) scattered field. The computation of
the electric field reduces to the problem of simultaneously calcu-
lating the incoming and scattered field coefficients as

n and bs
n for

all particles s, which can be achieved by solving the following
self consistent linear system:

bs
n =∑

n′
Ts

nn′ a
s
n′ (3)

as
n =∑

s′
∑
n′

Wss′
nn′b

s′
n′ + as,in

n . (4)

Equation Eq. (3) defines the transition matrix Ts
nn′ (T-matrix) of

particle s. The T-matrix incorporates the scattering behavior of
the individual particles and depends on their shape, size and
refractive index. For a broad class of particles (which can be

ρ

S
S′
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z

Fig. 1. Schematic view on the direct (red) and layer system
mediated (dashed, blue) contributions to the coupling matrix
Wss′

nn′ .

dielectric or metallic), efficient and robust numerical techniques
have been presented for its computation, see [6] for a collection
of references. In Eq. (4), as,in

n denotes the spherical wave coeffi-
cients representing the initial excitation which is known a priori,
whereas the coupling matrix Wss′

nn′ states how the field excited
by an outgoing SVWF emitted from particle s′ will be perceived
as a linear combination of regular SVWFs at particle s. As the
entries of Ts

nn′ decrease rapidly for large n and n′, it is in practice
sufficient to truncate the expansions Eq. (1) and Eq. (2) at some
nmax that depends on the wavelength and particle size and ma-
terial, rendering a finite system of linear equations Eq. (3)-Eq. (4).
Note that when the latter is solved, multiple scattering between
the particles is automatically accounted for, without the need of
a scattering order approximation.

The present paper aims at an efficient way to evaluate the
coupling matrix Wss′

nn′ . The latter is given by the sum

Wss′
nn′ =WD,ss′

nn′ + WR,ss′
nn′

of a direct contribution WD,ss′
nn′ (the coupling term for an infinite

medium) and a layer system mediated term WR,ss′
nn′ , representing

the wave’s (multiple) reflections at the layer interfaces which are
then incident at particle s, see Fig. 1.

Whereas both, recursive and closed form expressions exist
for the direct interaction term [11, 18], each entry of WR,ss′

nn′ in-
volves the numerical evaluation of a Sommerfeld integral. As
the number of entries is N2n2

max and can exceed several billion
for an ensemble of a few thousand wavelength scale particles,
a carefully designed quadrature strategy is crucial. In the fol-
lowing sections, we will present an efficient way to assemble the
coupling matrices by means of interpolation from a lookup table
in combination with a quadrature scheme that relies on the fast
Fourier algorithm and singularity extraction techniques. This
way, a significant speedup can be achieved in comparison with
direct contour integration in the complex plane.

3. LOOKUP TABLES

The layer system mediated coupling matrix is given by

WR,ss′
nn′ = 4i|m

′−m|ei(m′−m)φs′ s

×
(

I+nn′ (ρs′s, zs + zs′ ) + I−nn′ (ρs′s, zs − zs′ )
)

(5)
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with ρs′s and φs′s denoting the radial and angular cylindrical
coordinates of rs − rs′ and

I±nn′ (ρ, z) =
∫ ∞

0
dκ f±nn′ (κ, z) J|m′−m| (κρ) , (6)

where

f+nn′ (κ, z) =
κ

kzk ∑
j

(
B+†

n,j

(
Lis

j

)
12

B−n′ ,je
ikzz

+B−†
n,j

(
Lis

j

)
21

B+
n′ ,je

−ikzz
)

, (7)

f−nn′ (κ, z) =
κ

kzk ∑
j

(
B+†

n,j

(
Lis

j

)
11

B+
n′ ,je

ikzz

+B−†
n,j

(
Lis

j

)
22

B−n′ ,je
−ikzz

)
. (8)

In the above, j denotes the plane wave polarization (TE or TM),
whereas k, κ and kz are the wavenumber and the wavevector’s
radial cylindrical and z-component in the scattering particle
layer, respectively, B±n,j are the transformation coefficients be-

tween spherical and plane vector wave functions and Lis
j is the

layer system transition matrix, i.e., a generalized reflection coeffi-
cient encoding the overall response of the plane layer interfaces.
A brief derivation of Eq. (5) is given in appendix B. Apart from
notation and conventions, it is analogous to the treatment pre-
sented in [13].

Note that the above integrals I+nn′ and I−nn′ only depend on two
parameters: the radial relative position and the sum or the differ-
ence of the z-position of the particles s and s′, respectively. For
scattering problems involving a large number of particles, it is
therefore advantageous to precompute the integrals in a lookup
table for interpolation in ρ and z which results in a smaller num-
ber of integral evaluations. Another advantage in the use of
lookup tables is that they are independent of the specific particle
locations and can be reused in repeated simulations for modified
particle configurations, e.g., in an ensemble averaging process
for random media. Finally, as the lookup tables can be defined
on a regular grid in ρ, they enable the use of the fast Fourier
transform (FFT) for the calculation of their entries, as will be
discussed in the next section.

4. EVALUATION OF THE SOMMERFELD INTEGRALS

The Sommerfeld integrals I±nn′ represent Hankel transforms of
order |m′ −m|, with m being the azimuthal multipole coefficient
of the respective spherical vector wave. A number of efficient
techniques for the evaluation of such integrals has been pub-
lished in literature; some are reviewed in [19]. In the following,
we will present a dual strategy. For intermediate and large ρ, it
relies on a very efficient technique which is based on the FFT in
combination with singularity extraction. As this method yields
accurate results only for moderate and large values of ρ, we use
direct integration along a deflected contour for the computation
of I±nn′ when ρ is small. The combination of both approaches
results in a fast and accurate method to compute the complete
lookup tables.

A. Direct integration along a deflected contour
A straightforward and robust approach is direct numerical
quadrature (e.g., using the trapezoidal rule) in combination with
a deflection of the integration contour into the negative com-
plex half plane [16]. Whereas for host material refractive indices
with at least a small positive imaginary part, f±nn′ is finite on the

Fig. 2. Waveguide resonances and branchpoints in the com-
plex plane. The dotted and dashed line show the original
integral contour and a deflected contour, respectively. For
singularity extraction, the square root sign is selected such that
no branch cut separates the singularities from the real axis.

positive real axis, singularities are typically located in the upper
complex half plane nearby the positive real axis (see Fig. 2), such
that the integrand exhibits fast variations. A deflected complex
integration contour that avoids the vicinity of these singularities
can therefore lead to a better convergence of the quadrature and
does not compromise the result, according to Cauchy’s theorem.
However, the direct integration approach still requires one nu-
merical quadrature for each entry of the lookup table, causing
large computational effort.

B. Asymptotic expansion of the Bessel function

The advantage of using the FFT to evaluate the integrals I±nn′ is
that a large number of arguments ρ can be considered simultane-
ously, which results in a high computational efficiency. The here
presented strategy is based on a method discussed in [19–21],
see also [16, 22]. The starting point is to approximate the Bessel
function according to

Jν (x) ≈
√

2
πx

cos
(

x− 1
2

πν− 1
4

π

)
. (9)

In principle, higher order terms of the asymptotic expansion of
Jν could be considered, too [19]. For a function f (x) defined
for positive x, the domain of definition can be extended to the
negative by defining [20]

f̂ (x) =

{
f (x) for x ≥ 0
f (−x) eiπν+ i

2 π for x < 0.

Then, one can approximate

∫ ∞

0
dx f (x) Jν (xy) ≈ e−

i
2 πν− i

4 π√
2πy

∫ ∞

−∞
dx

f̂ (x)√
|x|

eixy (10)

which can be evaluated by means of FFT. Note that in general, it
is not advisable to simply approximate the values of a Fourier
integral by the corresponding discrete Fourier transform. Errors
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of the order y∆x are expected to arise, where ∆x is the sam-
pling of f̂ (x) in the discrete Fourier transform. Instead, more
sophisticated approaches are described in [23].

As the FFT requires an integration path along the real axis, a
deflection into the complex is not permitted. In order to cancel
the peaks in the integrand, we subtract a function from the inte-
grand that has the same singular and small argument behavior
as f±nn′ and an analytically known Hankel transform.

C. Waveguide singularities
Guided modes in a planarly layered medium manifest them-
selves as pole singularities in the layer system transition matrix
Lis

j . The weaker the damping and the larger the decay length
of a specific mode, the closer is the corresponding singularity
to the real axis. A pole finding algorithm [24] based on contour
integration along closed loops is employed to determine the
complex locations κP of the poles and also the corresponding

residues Res
(

Lis
j , κP

)
. Note that in the evaluation of the reflec-

tion and transmission coefficients at the various layer interfaces,
one needs to be careful to pick the square root sign for each
layer’s wavevector z-component such that no branch cut sep-
arates κP from the real axis, e.g. by defining for layer i with
refractive index ni

kz,i =

√
n2

i ω2

c2 − κ2

with  Re kz,i ≥ 0

Im kz,i ≥ 0

 if

 Re niω/c ≥ Re κP

Re niω/c < Re κP

 .

This way, the pole finding algorithm operates on the Riemann
sheet that is continuously connected to the real axis. In order to
extract the singular behavior of these poles, we subtract the term

fP,ν (κ) =
κν+1

κM − κM
P

for ν = |m−m′| and some even number M that fulfills M >
|m−m′| + 1 and M < 2π/ arg κP. The above expression is
a generalization of the pole extraction functions suggested in
[25, 26] for the evaluation of the multilayer Green’s function.
fP,ν has M simple poles at

κP,µ =κP exp
(

2πi
µ

M

)
, µ = 0, . . . , M− 1

with residue

Res
(

fP,ν (κ) , κP,µ
)
=κν+1

P,µ ∏
µ′ 6=µ

(
κP,µ − κP,µ′

)−1
.

Following [27], the Hankel transform of fP,nn′ is

FP,ν (ρ) =
∫ ∞

0
dκ fP,ν (κ) Jν (κρ)

= πi

M
2 −1

∑
µ=0

Res
(

fP,ν (κ) , κP,µ
)

H(1)
ν

(
κP,µ

)
. (11)

The above formula is only valid in a lossy waveguide structure,
i.e. when the κP have a non-zero imaginary part.

D. Branchpoint singularity

In general, the integrand of I±nn′ has a singularity at κ = k, i.e.
at the particle layer wavenumber, where kz = 0. In Eq. (7) and
Eq. (8), the singular behavior of the integrand appears explicitly
in the term k−1

z . In addition, the layer system transition matrix
Lis

j can have a pole at kz = 0. The total singular behavior of

f±nn′ around κ = k can thus be written as a Laurent expansion in
terms of kz:

f±nn′ (κ, z) =
R±B2,nn′ (z)

k2
z

+
R±B1,nn′ (z)

kz
+ regular.

The coefficients R±B1,nn′ and R±B2,nn′ can be determined by means
of a series expansion of all factors of f±nn′ around kz = 0. In
the evaluation of Lis

j , the square root convention for kz,i in all
other layers again needs to be chosen such that no other branch
cut separates the κ = k branch point from the real axis. Fur-
ther, Lis

j is typically defined recursively and can be a quite in-
volved function of kz. Computer programs that allow symbolic
manipulations facilitate the automatic evaluation of the series
expansions.

The singularity proportional to R±B2,nn′ is a simple pole at
κ = k, as k2

z = (k− κ) (k + κ). Thus, it can be extracted by the
same function as the waveguide poles:

fB2,ν (κ) =
κν+1

κM − kM .

The Hankel transform FB2,ν (ρ) of this function can be found
in analogy to Eq. (11). For the compensation of the algebraic
singularity proportional to R±B1,nn′ , we suggest to use

fB1 (κ) =
1
kz

+
i√

κ2 + k2
.

The first term is to cancel the singularity and the second term
makes sure that fB1 decays sufficiently fast for κ → ∞. In order
to evaluate the Hankel transform, both terms can be rewritten in
the form

(
κ2 + a2)−1/2 the transform of which can be found in

[28], to give

FB1,ν (ρ) =
∫ ∞

0
dκ fB1 (κ) Jν (κρ)

=− iIν/2

(
−ikρ

2

)
Kν/2

(
−ikρ

2

)
+ iIν/2

(
kρ

2

)
Kν/2

(
kρ

2

)
.

Here, In and Kn denote the modified Bessel functions of the first
and second kind, respectively.

E. Singularity extraction
Extracting all singularities that are located nearby the positive
real axis from the function f±nn′ yields

f̃±nn′ (κ, z) = f±nn′ (κ, z)−∑
P

C±P,nn′ (z) fP,|m−m′ | (κ)

− C±B1,nn′ (z) fB1 (κ)− C±B2,nn′ (z) fB2 (κ) ,

where the extraction functions have been multiplied by appro-
priate coefficients C to cancel the respective singular behavior of
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Fig. 3. Functions f+ (κ) (top) and f− (κ) (bottom) before and after singularity extraction and small argument suppression.

f±nn′ ,

C±P,nn′ (z) =
Res

(
f±nn′ (κ, z) , κP

)
Res

(
fP,|m−m′ | (κ) , κP

)
C±B1,nn′ (z) = R±B1,nn′ (z)

C±B2,nn′ (z) = −
R±B2,nn′ (z)

2k Res
(

fB2,|m−m′ | (κ) , k
) .

The so defined singularity extracted function f̃±nn′ is finite at all
resonance locations κ = κP as well as at κ = k. It can in principle
be inserted into the Hankel transform prescription according to
Eq. (10). However, as the asymptotic expansion Eq. (9) of the
Bessel function is valid only for large arguments, the accuracy of
Eq. (10) will be higher if the integrand function is small around
x = 0. To achieve this, we subtract another function in order to
cancel the small argument behavior.

F. Small argument suppression
Consider e.g.

fE1 (κ) = exp (−a1κ)

fE2 (κ) = exp
(
−a2κ2

)
.

For suitable positive numbers a1,2, these functions decay suffi-
ciently fast and can be used to cancel the constant and linear
term of the Taylor series for f̃±nn′ around κ = 0. The Hankel
transform of these correction functions can be found in [28]:

FE1,ν (ρ) =
∫ ∞

0
dκ fE1 (κ) Jν (κρ)

=

(√
a2

1 + ρ2 − a1

)ν

ρν
√

a2
1 + ρ2

FE2,ν (ρ) =
∫ ∞

0
dκ fE2 (κ) Jν (κρ)

=

√
π

4a2
exp

(
− ρ2

8a2

)
Iν/2

(
ρ2

8a2

)

The small argument suppression yields the regularized function

f±reg,nn′ (κ, z) = f̃±nn′ (κ, z)− C±E1,nn′ (z) fE1 (κ)

− C±E2,nn′ (z) fE2 (κ)

where the coefficients C are chosen such that the function value
and the first derivative of f̃±nn′ are exactly cancelled at κ = 0:

C±E1,nn′ (z) =−
1
a1

∂ f̃±nn′ (0, z)
∂κ

C±E2,nn′ (z) =
1

2a2

(
a2

1C±E1,nn′ (z)−
∂2 f̃±nn′ (0, z)

∂κ2

)
In principle, more terms of the Taylor expansion could be

cancelled in order to further increase the accuracy of the method.
Finally, the regularized function f±reg,nn′ is well suited for

numerical Hankel transformation according to Eq. (10). Thus,
the Sommerfeld integrals Eq. (6) can be evaluated as

I±nn′ (ρ, z) ≈ e−
i
2 π|m−m′ |− i

4 π√
2πρ

∫ ∞

−∞
dκ

f̂±reg,nn′ (κ, z)√
|κ|

eiκρ

+ I±C,nn′ (ρ, z) , (12)

where the integral expression is evaluated by means of FFT and
the correction term I±C,nn′ is given by

I±C,nn′ (ρ, z) = ∑
P

C±P,nn′ (z) FP,|m−m′ | (ρ)

+C±B1,nn′ (z) FB1,|m−m′ | (ρ)

+C±B2,nn′ (z) FB2,|m−m′ | (ρ)

+C±exp,nn′ (z) Fexp,|m−m′ | (ρ)

+C±G,nn′ (z) FG,|m−m′ | (ρ) .

The procedure of singularity extraction and small argument
suppression comes at the price of a slower decay of f±reg (κ) for
large κ (see Fig. 3). However, this is not critical because for a
fine resolution of the lookup tables in ρ, a large truncation scale
of the FFT integral in Eq. (12) is required anyway.
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Fig. 4. Left: OLED geometry and exemplary field distribution. Right: Simulated substrate coupling efficiency as a function of the
particle number. The dashed line indicates the substrate coupling efficiency in the absence of scattering particles. Due to shadow-
ing, particles close to the dipole have a negative effect on the substrate coupling efficiency. For larger samples, this is more than
compensated by outcoupling effects from the waveguide modes. The particles then have a positive net effect.

5. EXEMPLARY RESULTS

The above scheme was implemented into a MATLAB routine
and applied to a test scenario representing a typical OLED ge-
ometry with a scattering particle layer for outcoupling. The
layer system (see Fig. 4) consists of a glass substrate

(
ng = 1.5

)
,

a 500 nm thick host layer
(
nh = 1.8 + 10−4i

)
for the scattering

particles, a 150 nm transparent electrode (nt = 1.9 + 0.005i), a
100 nm active (organic) layer (na = 1.75) and a metallic back
electrode (nm = 1 + 6i). N spherical scattering particles with
radius Rs = 100 nm and refractive index ns = 2.5 are located
inside the host layer; the particle positions are chosen randomly
within a cylindrical volume employing a non-overlap condition
with the other particles and the layer interfaces. The lateral
dimension of the particle cluster is adapted to yield a volume
density of 4 % in the scattering layer. A horizontally oriented
electric point dipole located in the middle of the emitter layer
and emitting at a vacuum wavelength of λ0 = 520 nm (which
corresponds to a vacuum wavenumber k0 = ω/c = 2π/λ0)
serves as the initial excitation source. The dimensionless size pa-
rameter of the particles in the host medium is thus Rsnhk0 ≈ 2.2.
For homogeneous spherical scattering particles, the T-matrix is
diagonal and contains the Mie coefficients which can be eval-
uated analytically [11]. All calculations are performed on a
Linux-run workstation, equipped with an Intel i7-3930K proces-
sor, 64 GB RAM and an NVIDIA GeForce GTX 970 GPU that
is used for the FFT computations. In the following, we will
present the results and comment on the achieved accuracy and
the required computing time.

A. Assembly of the I±nn′ lookup table
The lookup tables for the Sommerfeld integrals require the com-
putation of I±nn′ (ρ, z) on a grid (ρi, zi) where ρ runs from 0 to
some maximal distance ρmax and the zi cover all possible val-
ues for zs ± zs′ . The resolution in both ρ and z should be suf-
ficiently fine to allow an accurate interpolation. We choose
∆ρ ≈ ∆z ≈ λ0/50. For the FFT, the integrand f±reg (κ, z) is eval-
uated along the real axis between κ = 0 and κmax = 25 k0 in
steps of ∆κ = 10−4 k0. It is necessary to sample the integrand

with a rather fine resolution, because despite the singularity
extraction, f±reg exhibits some sharp features, e.g. around the
branch points. One side effect of the very fine sampling of the
integrand is that we can safely approximate the Fourier integral
directly by the discrete Fourier transform, as the associated nu-
merical error mentioned in section 4B only affects values of I±nn′
for radial distances ρ large compared to the maximal particle
separation. However note that if the here described method
is applied to very large radial particle distances, the Fourier
integral 10 should be evaluated according to [23].

Further, a large enough truncation scale is required for a fine
resolution in ρ, as ∆ρ ∼ π/κmax. In fact, the quadrature strategy
based on FFT requires considerably more integrand evaluations
than would be necessary for direct integration along a deflected
contour. However, this disadvantage is more than compensated
by the fact that by means of FFT, many thousand Sommerfeld
integral evaluations can be performed simultaneously. As the
asymptotic approximation of the Bessel function Eq. (9) is not
valid for small arguments, the evaluation of the Sommerfeld
integrals by means of the method described in section B is not
accurate for small lateral separation ρ. Therefore it is necessary
to accomplish this approach with a more robust quadrature
technique. For this purpose, direct integration by means of the
trapezoidal rule is used in combination with a slight deflection
of the integral contour near the singularities into the lower half-
plane. The sampling rate is set to ∆κ = 10−3k0 and the integrals
are truncated at κmax = 3 k0.

Figure 5 shows the accuracy of the Sommerfeld integrals eval-
uated by means of FFT with and without singularity extraction,
as well as from direct integration along a deflected contour. The
depicted relative errors have been estimated by comparison to
baseline results from direct contour integration with a fine sam-
pling of the integrand, ∆κ = 5× 10−4k0 and a large truncation
scale κmax = 6 k0. As a measure for the deviation between the
resulting matrices, we used the Euclidean norm. It turns out
that in the case of I+nn′ , the small argument suppression makes
no difference, whereas it proves to be essential in the case of
I−nn′ . Aiming at an accuracy of e.g. 0.5%, the results from the
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Fig. 5. Relative error of the Sommerfeld integrals using an asymptotic approximation of the Bessel function in combination with
FFT without (red) and with (dashed, yellow) singularity extraction and after small argument suppression (dotted, blue). The dash-
dotted green line refers to the trapezoidal rule along a deflected contour with a sampling of ∆κ = 10−3k0.

asymptotic approximation of the Bessel functions in combina-
tion with singularity extraction and small argument suppression
can be used starting from a minimal separation ρ0 ≈ 10λ0 for
the given example. For smaller values of ρ, direct integration
along a deflected contour is applied. Fortunately, in this regime
the direct integration along a deflected contour is very robust
even for a relatively sparse sampling of the integrand, as the
oscillations resulting from the Bessel function Jν (κρ) are rather
slow.

B. Accuracy and effort

In order to assess the simulation accuracy, we evaluate the sub-
strate coupling efficiency, i.e., the power radiated into the sub-
strate far field divided by the total dissipated power, see Fig. 4.
This quantity is an important figure of merit for the OLED de-
sign as it reflects the incomplete extraction of generated photons
due to absorption and losses into waveguide modes. This way,
the simulation result is represented by a single quantity, the rela-
tive deviation of which can be used as an accuracy benchmark.
In the test simulations, the maximal polar multipole order is set
to lmax = 3 which corresponds to nmax = 30. Furthermore, we
perform reference simulations with lmax = 4 (nmax = 48) which
serve as a baseline for the accuracy estimation. For the reference
simulation, we calculate WR using direct integration along a
deflected contour (i.e., without the use of a lookup table) with a
sampling of ∆κ = 5× 10−4k0 and a truncation at κmax = 6k0. It
turns out that the estimated relative error of the results from the
here presented method is below 10−4 and in the same range as
for direct calculation of WR for lmax = 3.

Regarding computational efficiency, Fig. 6 depicts the simu-
lation time for the here presented dual strategy in comparison
to the direct calculation of WR.

Note that the runtime results displayed in Fig. 6 depend on
the specific geometry as well as on the choice of the numerical
parameters that determine the accuracy of the respective calcu-
lations. For a fixed volume density, the radius of the cylindrical
domain filled with particles scales like N1/2, whereas the effort
for a direct calculation of WR scales like N2. Thus, a lookup
table is in general most efficient for large N, whereas for small

Fig. 6. Simulation runtime for the computation of the sub-
strate coupling efficiency in an OLED geometry with N scat-
tering particles. The here presented dual strategy of Sommer-
feld integration in combination with a lookup table approach
(filled circles) is compared to direct calculation of the cou-
pling coefficients (squares). The empty circles correspond
to a lookup assembly by direct integration along a deflected
contour only, i.e. without the use of the FFT results. The insets
illustrate the particle distribution’s lateral dimension in the
scattering layer.
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N, direct calculation of W is to be preferred. As soon as the
lateral dimension of the particle distribution exceeds ρ0, the
lookup table can in part be filled by the FFT results, yielding sig-
nificantly faster simulations compared to the direct integration
approach. Then, the time needed to generate the lookup table is
independent of the number of particles for a wide range of N.
An increased number of scattering particles only affects the time
required for the interpolation as well as the time used for the
solution of the linear system as well as the post processing.

6. CONCLUSIONS

A strategy for the efficient evaluation of Sommerfeld integrals for
the simulation of electromagnetic scattering at large ensembles
of wavelength scale particles within a planarly layered medium
was presented. Asymptotic approximation in combination with
FFT and a table lookup approach have resulted in a significant
speedup of the calculations. We have demonstrated that singu-
larity extraction and small argument suppression are crucial for
the accuracy of the presented method. As an exemplary applica-
tion, we have simulated light out-coupling from an OLED. The
substrate coupling efficiency of an OLED geometry with 2500
wavelength scale particles was modeled with a relative precision
better than 10−4 within 2 hours runtime on a workstation com-
puter. The lookup table approach also allows for a cost efficient
averaging over several random particle configurations, such
that efficient optimization and rigorous studies of the statistical
properties of large random particle layers in a thin film system
become feasible.

APPENDIX A: VECTOR WAVE FUNCTIONS

The plane vector wave functions (PVWFs) are defined as

E1 (k; r) = exp (ik · r) êα

E2 (k; r) = exp (ik · r) êβ

where êα and êβ denote the angular unit vectors in azimuthal
and polar direction, respectively. Further, the spherical vector
wave functions (SVWFs) are defined as [11]

M(ν)
lm1 (r) =

1√
2l (l + 1)

∇×
(

rz(ν)l (kr) P|m|l (cos θ) eimφ
)

M(ν)
lm2 (r) =

1
k
∇×M(ν)

ml1 (r) .

Here, the radial wave function z(ν)l stands either for the spher-

ical Bessel function of order l, z(1)l = jl (regular SVWF), or the

spherical Hankel function of first kind, z(3)l = h(1)l (outgoing
SVWF). As before, k = nk0 is the wave number and Pm

l denote
the normalized associated Legendre functions and (r, θ, φ) are
the spherical coordinates of the position vector r. The outgoing
SVWF can be transformed into PVWFs using [11]

M(3)
mlp (r) =

1
2π

∫
d2k‖

1
kzk

2

∑
j=1

Bm
lpj (±kz/k)

× Ej
(
k±; r

)
eimα for z ≷ 0 (13)

with

Bm
lpj (x) =

1
il+1

1√
2l (l + 1)

(
iδj1 + δj2

)
(14)

×

δpj

√
1− x2

∂P|m|l (x)
∂x

+
(

δpj − 1
)

m
P|m|l (x)
√

1− x2

 .

In the above, k± stands for the wavevector in the case of up-
and downwards propagation, respectively, i.e. k± · êz = ±kz

with kz =
√

k2 − κ2. The integral is understood to run over
the in-plane components of the wavevector, i.e.,

∫
d2k‖ =∫ ∞

−∞ dkx
∫ ∞
−∞ dkx. On the other hand, the expansion of a PVWF

in terms of regular SVWF reads

E±j (κ, α; r) =4
∞

∑
l=1

l

∑
m=−l

e−imα (15)

×
2

∑
p=1

Bm†
lpj (±kz/k)M(1)

mlp (r) .

The matrix B† has all the explicit i in Eq. (14) set to −i.

APPENDIX B: LAYER SYSTEM MEDIATED PARTICLE
COUPLING

In general, the (outgoing) field of a localized excitation can be
written in the form

Eexc (r) =∑
j

∫
d2k‖ g±exc,j

(
k‖
)

Ej
(
k±; r

)
for z ≷ zexc, (16)

where zexc denotes the z-position of the excitation. Then, the
electric layer system response, evaluated in the exciting layer
iexc, can be conveniently cast into a 2-vector scheme:

ER
exc (r) =∑

j

∫
d2k‖

[
Ej
(
k+; r

)
, Ej
(
k−; r

)] gR,+
exc,j

(
k‖
)

gR,−
exc,j

(
k‖
)


with gR,+
exc,j

(
k‖
)

gR,−
exc,j

(
k‖
)
 = Liexc

j (κ)

g+exc,j

(
k‖
)

g−exc,j

(
k‖
)
 .

Here, Li
j (κ) denotes the 2 × 2 layer system transition matrix

which can be constructed by means of the transfer matrix or the
scattering matrix formalism [13].

Comparing Eq. (13) to Eq. (16), we find that the layer system

response to an outgoing spherical wave M(3)
n′ (r− rs′ ) reads

ER
s′ (r) =∑

j

∫
d2k‖

[
Ej
(
k+; r

)
, Ej
(
k−; r

)] gR,+
s′ ,j

(
k‖
)

gR,−
s′ ,j

(
k‖
)
 (17)

withgR,+
s′ ,j

(
k‖
)

gR,−
s′ ,j

(
k‖
)
 =

eim′α

2π

1
kzk

×
2

∑
j=1

Lis
j (κ)

 Bm′
l′p′ j (kz/k) e−ik+ ·rs′

Bm′
l′p′ j (−kz/k) e−ik− ·rs′

 .

By definition of WR,ss′
nn′ ,

ER
s′ (r) =∑

n
WR,ss′

nn′ M(1)
n (r− rs) , (18)
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where n and n′ abbreviate the multi indices (l, m, p) and
(l′, m′, p′), respectively. Inserting Eq. (15) into Eq. (17) and com-
paring the expression to Eq. (18) yields

WR,ss′
n,n′ =

2
π ∑

j

∫ d2k‖
kzk

ei(m′−m)αeik‖ ·(rs−rs′ ) (19)

×
[

B+†
n,j eikzzs , B−†

n,j e−ikzzs
]

Lis
j

B+
n′ je
−ikzzs′

B−n′ je
ikzzs′

 .

Here, the symbols B±n,j abbreviate Bm
lp,j (±kz/k). In order to

carry out the α-integral, we make use of d2k‖ = κ dκ dα and
k‖ · (rs − rs′ ) = κρs′s cos (α− φs′s) where (ρs′s, φs′s) are the polar
coordinates of rs − rs′ , as well as the identity [29]∫ 2π

0
dα eiναeix cos(α−φ) =2πi|ν| J|ν| (x) eiνφ (20)

to finally find Eq. (5).
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